The Minimum Formula Size Problem is (ETH) Hard

Rahul Ilango
Massachusetts Institute of Technology, USA

Abstract
A longstanding open question is whether the Minimum Circuit Size Problem (MCSP) is NP-complete. In fact, even determining whether MCSP has a search-to-decision reduction has been open for over twenty years.

We show that, under the Exponential Time Hypothesis, the Minimum (De Morgan) Formula Size Problem, MFSP, is not in P. Building on this, we show that MFSP has a polynomial-time (exact) search-to-decision reduction, a result that does not relativize. Our main lemma relates the formula complexity of a partial function with the formula complexity of an associated total function and is proved using the “leaf weighting” technique of Buchfuhrer and Umans.
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1 Introduction
The Minimum Circuit Size Problem (MCSP) asks one to determine whether a given function $f$ (represented by its truth table) has a circuit of a given size $s$. While it is easy to see that this problem is in NP\(^1\), it is a longstanding open question whether MCSP is NP-complete. Indeed, research on the intractability of MCSP dates back at least to the 1950s (see Traktenbrot [39] for a historical survey), and Levin actually delayed publishing his results on the theory of NP-completeness, in part because he hoped to show MCSP is NP-complete [24].

Interest in MCSP is further motivated by a growing number of intriguing connections between MCSP and areas such as pseudorandomness [30, 38], cryptography [25, 38], learning theory [7], circuit complexity [35, 22], proof complexity [34], and average-case complexity [12]\(^2\).

1.1 How Hard is MCSP?
The main motivation of our paper is to further understand the hardness of MCSP and its variants. Empirically, MCSP seems to be an intractable problem. Indeed, we do not know

\(^1\) All functions $f : \{0,1\}^n \rightarrow \{0,1\}$ have a circuit $C$ of size $2^n n$ (the naive DNF), so we can assume $s \leq 2^n n$. Thus, one can non-deterministically guess a circuit of size at most $s$ and check if it computes $f$ by evaluating it on all $2^n$ inputs. The truth table of $f$ has length $2^n$, so verifying that $C$ computes $f$ can be done in polynomial-time.

\(^2\) These citations are not meant to be exhaustive. See Allender’s survey [1] for a more complete overview.
any algorithm for solving MCSP better than brute-force search. On the other hand, so far the intractability of MCSP (i.e., \(MCSP \not\in P\)) can only be based on cryptographic assumptions.

For example, Kabanets and Cai [22] show that \(MCSP \not\in P\) if one-way functions exist, and Allender and Das [2] prove that MCSP is hard for the cryptographically important class Statistical Zero Knowledge (SZK)\(^3\).

Ideally, one would be able to prove MCSP is \(NP\)-complete. Besides characterizing the complexity of a natural optimization problem, this would also extend many of the intriguing properties known for MCSP to \(NP\). For example, Hirahara [12] shows that if a certain approximation to MCSP is \(NP\)-complete, then \(NP\) has a worst-case to average-case reduction, resolving a longstanding open question in average-case complexity.

Despite this significant motivation, a proof that MCSP is \(NP\)-complete (or, conversely, evidence that it is unlikely to be \(NP\)-complete) remains elusive. Researchers have, however, discovered significant technical barriers to showing that MCSP is \(NP\)-hard [22, 30, 15, 37, 14]. These technical barriers do not suggest that MCSP is or is not likely \(NP\)-hard, they just imply that proving \(NP\)-hardness would be difficult. For example, Murray and Williams [30] show that if MCSP is \(NP\)-hard under polynomial-time many-one reductions, then \(\text{EXP} \neq \text{ZPP}\).

Note that \(\text{EXP} \neq \text{ZPP}\) is a consequence we believe but seems difficult to show. At heart, these technical barriers boil down to the following intuition\(^4\): any proof of hardness for MCSP implicitly shows how to “efficiently generate” intractable NO instances for MCSP but intractable NO instances of MCSP correspond to functions that require large circuits, and we do not know how to produce explicit hard functions.

This raises a natural question: is the difficulty of showing that MCSP is, say, \(NP\)-complete primarily because of a lack of techniques (in particular, a lack of circuit lower bounds) or is it because it is actually just false? Could it be that MCSP is a hard problem, but just not an \(NP\)-hard problem? In support of the latter possibility, Allender and Hirahara [4] show that, for very large approximation factors, approximating MCSP is not \(NP\)-complete under a cryptographic assumption.

Motivated by the question of whether we should expect MCSP to be \(NP\)-complete, Kabanets and Cai [22] proposed an intermediate task over two decades ago: Does MCSP have a polynomial-time search-to-decision reduction? All \(NP\)-complete problems have a search-to-decision reduction (because \(\text{SAT}\) has one), so finding a search-to-decision reduction is a necessary step to showing that MCSP is \(NP\)-hard.

Over two decades since Kabanets and Cai raised the question, the problem is still wide open. Carmosino, Impagliazzo, Kabanets and Kolokolova [7] proved an “approximate” search-to-decision reduction (where instead of outputting an optimal circuit, you output an approximately optimal circuit that computes the function on most of its inputs), and Hirahara [12] and Santhanam [38] prove further extensions of this result. But it is still open to refute the possibility that the decision version of MCSP can be solved in, say, linear-time and the search version requires exponential-time. Recently, Ren and Santhanam [36] gave a partial explanation for this: there is a relativized world where the search problem requires nearly exponential time but the decision version is in linear-time. As a result, proving a polynomial-time search-to-decision reduction for MCSP requires non-relativizing techniques.

Given the above discussion, one may feel somewhat pessimistic about the possibility of proving \(NP\)-hardness of MCSP, at least without a major breakthrough. Luckily, the
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\(^3\) We view this as a cryptographic hardness result since \(\text{SZK} \not\subseteq \text{BPP}\) implies auxiliary input one-way functions exist [33].

\(^4\) Actually, [14] does not follow this intuition.
aforementioned technical barriers against proving NP-hardness disappear if one relaxes
the notion of reduction from, say, polynomial-time reductions to, say, subexponential-time
reductions. In particular, we already know functions that require linear-sized circuits (e.g.
any function that depends on all of its inputs), and the brute-force algorithm for solving
MCSP on functions with linear-sized\(^5\) circuits requires superpolynomial-time. As a result,
one could hope to show that MCSP is not in \(\mathsf{P}\) under, say, the Exponential Time Hypothesis
(ETH) by utilizing existing lower bound techniques. Indeed, we conjecture that this is the
case.

▶ **Conjecture 1.** If ETH is true, then solving MCSP on functions \(f : \{0,1\}^n \rightarrow \{0,1\}\) with
a size threshold \(s \leq O(n)\) is not in \(\mathsf{P}\).

Ilango [18] recently showed the above conjecture is true for Partial-MCSP, the partial function
version of MCSP, where instead of being provided with a truth table \(T\) of a total function
(i.e. \(T \in \{0,1\}^{2^n}\), \(T\) is the truth table of a partial function \(T \in \{0,1,\ast\}^{2^n}\)). Therefore,
“all one needs to do” to prove Conjecture 1 is give a reduction from Partial-MCSP to MCSP.
Intriguingly, such a reduction is known for some restricted circuits classes such as DNFs
[9, 13].\(^6\) One of our main results is giving such a reduction for formulas.

### 1.2 The Minimum Formula Size Problem

Our results focus on the formula version of MCSP, the Minimum Formula Size Problem
(MFSP). Formally, MFSP is the problem of

**Given:** the truth table \(T \in \{0,1\}^{2^n}\) of a function \(f : \{0,1\}^n \rightarrow \{0,1\}\) and a positive
integer \(s\)

**Determine:** if there is a De Morgan formula with at most \(s\) leaves that computes \(f\).

Our convention is to let \(N = 2^n\) denote the length of the truth table and let \(n\) denote the
number of inputs to \(f\).

We remark that we have defined MFSP using the model of De Morgan formulas (i.e.
formulas with AND, OR, and NOT gates). This is the usual notion of formulas, however, we
note that this choice will be important for our results. We discuss this in more detail when
we present our results in Section 1.3.

Our understanding of MFSP is in a similar state as our understanding of MCSP. We
know that neither problem can be in \(\mathsf{P}\) under various cryptographic assumptions, like the
intractability of factoring Blum integers [5, 22, 35]. We also know that both MCSP and
MFSP are not in \(\mathsf{AC}^0[\oplus]\) [11]. Finally, we know that the partial function versions of both
MFSP and MCSP are not in \(\mathsf{P}\) under ETH [18]. Note: the discussion in [18] focuses on the
partial function version of MCSP, however, [18] notes that proof also shows that the result
in the case of formulas (in fact even in the case of read-once formulas!). This theorem will be
crucial for our results.

There are some results, however, that are not known to hold for both MCSP and MFSP.
While Allender and Das [2] prove MCSP is be hard for \(\mathsf{SZK}\), \(\mathsf{SZK}\)-hardness is still open for
MFSP. Also, [17] shows a better than brute-force search-to-decision reduction for MFSP (it
runs in time \(2^{0.67N}\)), while such a reduction is not known for MCSP.

\(^5\) By linear, we mean linear in the number of inputs, not the length of the truth table.

\(^6\) We cite [9] here, but this observation for DNFs was first made by Gimpel, and Gimpel’s result is
described in [9].
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1.3 Results and Discussion

Our main technical contribution is showing a relationship between the formula complexity of an arbitrary partial function \( \gamma \) and the formula complexity of a related total function \( \text{Extend}[\gamma, s] \). In order to state this more formally, we introduce some notation. Let \( \gamma : \{0, 1\}^n \rightarrow \{0, 1, \ast\} \) be a partial function. Let \( g^\ast : \{0, 1\}^n \rightarrow \{0, 1\} \) be the total function that outputs 1 on input \( x \) if and only if \( \gamma(x) = \ast \). Finally, let \( L(\gamma) \) denote the size of the smallest formula that computes a total function that agrees with \( \gamma \).

Our main technical lemma is as follows.

Lemma 2 (Informal version of Lemma 9). Let \( \gamma : \{0, 1\}^n \rightarrow \{0, 1, \ast\} \). If \( s \geq \min\{L(\gamma), L(g^\ast)\} \), then

\[
L(\text{Extend}[\gamma, s]) = L(\gamma) + L(g^\ast) + 2s,
\]

where \( \text{Extend}[\gamma, s] : \{0, 1\}^n \times \{0, 1\}^{2s} \rightarrow \{0, 1\} \) is some total function that depends on \( \gamma \).

Note that \( \text{Extend}[\gamma, s] \) and \( g^\ast \) are both total functions. As a result, one could use Lemma 2 to compute the formula complexity of a partial function \( \gamma : \{0, 1\}^n \rightarrow \{0, 1, \ast\} \) in time \( 2^{O(s+n)} \), using an oracle to \( \text{MFSP} \), if one could somehow correctly guess a value of \( s \geq \min\{L(\gamma), L(g^\ast)\} \). We remark that the quantity \( \min\{L(\gamma), L(g^\ast)\} \) seems somewhat strange, but it arises naturally in the proof and that the structure of this upper bound turns out to be crucial for our results.

One of the main ideas we use to prove Lemma 2 is the “leaf weighting” technique of Buchfuhrer and Umans [6], who use the technique to show that the \( \Sigma_2 \mathcal{P} \) version of \( \text{MFSP} \) (i.e. the problem of given a formula \( \varphi \) and a size threshold \( s \), determining if there exists a formula of size at most \( s \) computing the same function as \( \varphi \)) is hard for \( \Sigma_2 \mathcal{P} \). The leaf weighting technique allows one to give a weight \( k \) to an input variable \( z \) by replacing it with an OR of \( k \) new inputs \( z_1, \ldots, z_k \). Buchfuhrer and Umans show that this construction effectively forces any formula that wants to read \( z \) to pay for \( k \) leaves instead of just one. In our construction of \( \text{Extend}[\gamma, s] \), certain inputs are given weight \( s \) and if \( s \geq \min\{L(\gamma), L(g^\ast)\} \), we show that those inputs can appear at most once in any optimal formula for \( \text{Extend}[\gamma, s] \). This constrains any optimal formula enough to prove the lemma.

We note that using the leaf weighting technique is extremely expensive, as even adding just one extra variable (i.e. increasing the weight of a variable by one) doubles the total size of the truth table. As a result, in order to get efficient reductions (in our case, one subexponential-time reduction and one polynomial-time reduction) one needs to be rather thrifty in applying leaf weighting. Indeed, it is particularly surprising that leaf weighting is useful at all (let alone crucially important) in our proof that there is a polynomial-time search-to-decision reduction for \( \text{MFSP} \).

We now discuss how we use Lemma 2 to prove our two main results. As we mentioned previously, [18] showed that the partial function version of \( \text{MCSP} \) is hard under ETH. As noted in [18], the proof also shows that the partial function version of \( \text{MFSP} \) is hard under ETH. In fact this hardness result applies when one is promised that \( L(\gamma) \leq 10n \).

Theorem 3 ([18]). Under ETH, no deterministic algorithm can compute whether \( L(\gamma) = n \) in time \( N^{O(\log \log N)} \), even under the promise that \( L(\gamma) \leq 10n \).

On the other hand, we can use Lemma 2 to compute \( L(\gamma) \) in time \( 2^{O(n)} = \text{poly}(N) \) with an oracle to \( \text{MFSP} \) if we are promised that \( L(\gamma) = O(n) \). Note that, in this case, we are applying Lemma 2 with the \( L(\gamma) \) upper bound on the quantity \( \min\{L(\gamma), L(g^\ast)\} \).

Thus, we get the following theorem.
Theorem 4 (Also Corollary 18). Assume ETH is true. Then no deterministic algorithm solves MFSP in time $N^{o(\log \log N)}$.

In fact the above hardness result holds even assuming the size parameter $s$ is restricted to be at most $O(n^{10})$. In comparison, the brute force algorithm runs in time at most $N^{O(\log^{10}\log n)}$ on these type of instances, so our (conditional) lower bound is optimal up to a constant power in the exponent. This is interesting from the perspective of recent hardness magnification results [8, 31, 32, 29, 26], which show that weak lower bounds against MCSP-like problems with small size thresholds imply strong lower bounds. For example, implicit in McKay, Murray, and Williams [29] is the result that if MFSP with size parameter restricted to being $s \leq O(n^{10})$ does not have a circuit of size $n \cdot \log log n$, then NP does not have polynomial-sized circuits. Our result proves a partial converse. If MFSP with size parameter restricted to being $s \leq O(n^{10})$ has a circuit of size $N^{o(\log \log N)}$, then the non-uniform version of ETH is false.

Our second main result is a polynomial-time search-to-decision reduction for MFSP.

Theorem 5. Given an oracle to MFSP and the truth table of a Boolean function $f$, one can find an optimal formula for $f$ in deterministic polynomial-time.

At a high-level, our algorithm is very intuitive. It works by combining the ideas used in the “better than brute-force” search-to-decision reduction in [17] with Lemma 2. In particular, given any “non-trivial” total function $f : \{0,1\}^n \to \{0,1\}$, we show how, using an oracle to MFSP, one can efficiently find functions $g, h : \{0,1\}^n \to \{0,1\}$ such that there is an optimal formula for $f$ where the top two subformulas feeding into the output gate compute $g$ and $h$ respectively. We call such a $(g, h)$ pair an optimal decomposition of $f$. By repeatedly finding optimal decompositions, one can recursively build an optimal formula for $f$.

Our method for finding an optimal decomposition $(g, h)$ is to construct a partial function $\text{OrSelect}[f, \gamma, \zeta]$ such that if $\gamma, \zeta : \{0,1\}^n \to \{0,1,\ast\}$ are partial functions satisfying a certain condition, then the formula complexity of $\text{OrSelect}[f, \gamma, \zeta]$ is small if and only if there is an optimal decomposition $(g, h)$ such that $g$ agrees with $\gamma$ and $h$ agrees with $\zeta$. Since Lemma 2 gives us a way of calculating the formula complexity of the partial function $\text{OrSelect}[f, \gamma, \zeta]$ using an oracle to MFSP, this allows us to find $g$ and $h$ by building them up bit-by-bit from $\gamma$ and $\zeta$. While this approach is quite intuitive, it runs into a serious problem: applying Lemma 2 to convert partial function queries into total function queries is very expensive. In general, it uses exponential-time. In order to implement this procedure in polynomial-time, it is critical to take a more fine-grained approach: using the upper bound of $L(g^*)$ on the quantity $\min\{L(\gamma), L(g^*)\}$ in the statement of Lemma 2 and carefully working to maintain that $L(g^*)$ always stays small (at most $O(n)$).

Intriguingly, this result does not relativize. Santhanam and Ren [36] show that there is an oracle relative to which MCSP can be solved in deterministic linear time, but the search version of MCSP requires deterministic time $2^{O(N/\log N)}$. Their proof also shows the same oracle separation for MFSP. As a result, we can conclude that our search-to-decision reduction does not relativize. This relativization barrier means that any polynomial-time search-to-decision reduction for MFSP must make significant use of properties of the underlying gate set. Our reduction does this, as our techniques rely heavily on the underlying gate set being AND, OR, and NOT. Indeed, it is not even clear whether our results extend to the $B_2$ basis

---

5 The reason why we get $O(n^{10})$ here instead of $O(n)$ is because we can only bound $L(g^*) = O(n^{10})$ on the instances produced in Theorem 3.
consisting of all Boolean functions from two bits to one.⁸

1.4 Further Related Work

While it is beyond the scope of this work to give an exhaustive review of the literature on MCSP, there are several related works that we have not yet discussed that are worth mentioning.

One can view our hardness result for MFSP as fitting in a general line of work of showing hardness of MCSP for restricted circuit classes. Masek [28] shows that the DNF version of MCSP is NP-hard, and a long line of work [9, 40, 3, 10, 23] culminates in near-optimal hardness of approximation for the DNF version. Hirahara, Oliveira, and Santhanam [13] extend Masek’s result to show NP-hardness for the version of MCSP for DNF circuits with parity gates at the bottom. Finally, [18] shows that the constant depth formula version of MCSP is NP-hard (under quasipolynomial-time randomized reductions).

In the realm of general circuits, the conditional version of MCSP and the multi-output version of MCSP are also both known to be NP-hard under randomized polynomial-time reductions [16, 19].

2 Preliminaries

If \( n \) is a positive integer, let \([n]\) denote the set \( \{1, \ldots, n\} \). Let \( \text{OR}_n : \{0,1\}^n \to \{0,1\} \) denote the function on \( n \) inputs.

Partial, Total, and Monotone Boolean Functions. A (total) Boolean function is a function \( g : \{0,1\}^n \to \{0,1\} \). A partial Boolean function is a function \( \gamma : \{0,1\}^n \to \{0,1,\ast\} \). We say \( g : \{0,1\}^n \to \{0,1\} \) agrees with \( \gamma : \{0,1\}^n \to \{0,1,\ast\} \) if \( g(x) = \gamma(x) \) for all \( x \) satisfying \( \gamma(x) \in \{0,1\} \). We generally use Greek letters for partial functions and Roman letters for total functions (though there are some exceptions).

A monotone Boolean function is a Boolean function \( f : \{0,1\}^n \to \{0,1\} \) with the following property: for all \( X, Y \subseteq [n] \) with \( X \subseteq Y \) we have that \( f(x) \leq f(y) \) (where \( x, y \in \{0,1\}^n \) are the Boolean strings whose \( i \)th bits are one if and only if \( i \in X \) or \( i \in Y \) respectively). Note that the OR function and the AND function are monotone. Also note that compositions of monotone functions are also monotone. (In particular, this means that any Boolean circuit or formula that uses only AND and OR gates — and does not use NOT gates — must compute a monotone Boolean function).

De Morgan Formulas. In this paper, we will consider the model of De Morgan formulas, i.e. rooted binary trees whose internal nodes are labeled by AND and OR gates and whose leaves are labeled by elements from the set \( \{0,1,x_1,\ldots,x_n,\neg x_1,\ldots,\neg x_n\} \).

The size, denoted \( |\varphi| \), of a formula \( \varphi \) is the total number of leaves in the underlying tree of \( \varphi \) that are not labeled by either 0 or 1.⁹ The formula complexity of a (total) Boolean function \( f \), denoted \( \text{L}(f) \), is the minimum size of any formula computing \( f \). Similarly, if \( \gamma : \{0,1\}^n \to \{0,1,\ast\} \) is a partial Boolean function, let \( \text{L}(\gamma) \) be the minimum value of \( \text{L}(g) \) over all \( g : \{0,1\}^n \to \{0,1\} \) that agree with \( \gamma \).

⁸ Our suspicion is that one can extend our results to the \( \mathbb{B}_2 \) basis, but this seems to require, at the very least, significantly more case analysis.

⁹ The reason we can ignore leaves labeled by constants is that a gate elimination argument shows that such leaves can always be removed whenever \( \varphi \) computes a non-constant function.
We will make use of the fact that integer comparison can be implemented by linear-sized formulas.

**Proposition 6 (Small formulas for integer comparison).** Fix an arbitrary integer $a$ and an input length $n \geq 1$. Let $GGEq_a : \{0, 1\}^n \to \{0, 1\}$ be the function given by $GGEq_a(x) = 1$ if and only if $x \geq a$ when $x$ is interpreted as an integer in binary. Then $L(GGEq_a(x)) \leq n$.

**Proof.** If $a \geq 2^n$ or $a \leq 0$, then $GGEq_a$ is the constant zero function or constant one function respectively, so for the remainder of the proof we assume that $0 < a < 2^n$.

We work by induction on $n$. If $n = 1$, then $0 < a < 2$, so $a = 1$, so $GGEq_a(x) = x$, and the proposition clearly holds.

Now suppose $n > 1$. Since $0 < a < 2^n$, let $y \in \{0, 1\}^n$ be the $n$-bit binary representation of $a$. Let $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$ denote the bits of $x$ and $y$ respectively where $x_1$ and $y_1$ denotes the highest order bit. Let $x', y' \in \{0, 1\}^{n-1}$ be given by $x' = x_2 \ldots x_n$ and $y' = y_2 \ldots y_n$ respectively.

If $y_1 = 1$, then

$$x \geq a \iff (x_1) \land (x' \geq y').$$

if $y_1 = 0$, then

$$x \geq a \iff (x_1) \lor (x' \geq y').$$

In either case, we get by induction that $L(GGEq_a) \leq 1 + n - 1 = n$.

\[ \]

**The Minimum Formula Size Problem and its Variants.** The Minimum Formula Size Problem, MFSP, is defined as follows:

- **Given:** the truth table of a function $f : \{0, 1\}^n \to \{0, 1\}$ and an integer size parameter $s$.

- **Determine:** whether $L(f) \leq s$.

The search variant of this problem is Search-MFSP:

- **Given:** the truth table of a function $f : \{0, 1\}^n \to \{0, 1\}$.

- **Output:** an optimal (De Morgan) formula for computing $f$.

Similarly, the partial function version Partial-MFSP is defined as:

- **Given:** the $(2^n)$-length truth table of a partial function $\gamma : \{0, 1\}^n \to \{0, 1, \star\}$ and an integer size parameter $s$.

- **Determine:** whether $L(\gamma) \leq s$.

Throughout this paper, we adopt the convention that $n$ denotes the number of inputs of a function $f : \{0, 1\}^n \to \{0, 1\}$ and $N = 2^n$ denotes the length of the truth table.

**The Exponential Time Hypothesis.** The Exponential Time Hypothesis (abbreviated ETH), first formulated by Impagliazzo, Paturi, and Zane [20, 21], has been extremely useful for proving conditional lower bounds on various problems (see [27] for a survey). Since the hypothesis itself is somewhat technical to define, we refer to the above papers for a formal definition. However, roughly speaking, it is a slight strengthening of the statement that 3-SAT cannot be solved deterministically in $2^o(n)$ time.
Our Main Lemma: Connecting Partial and Total Functions

To begin, we introduce some notation we will use throughout this section. Let $\gamma : \{0, 1\}^n \rightarrow \{0, 1, \star\}$ be a partial function. Let $g : \{0, 1\}^n \rightarrow \{0, 1\}$ be a total function that agrees with $\gamma$.

For our purposes, any choice of $g$ that agrees with $\gamma$ will do, but to be concrete we set

$$
g(x) = \begin{cases} 
0 & \text{if } \gamma(x) = 0, \\
1 & \text{otherwise}.
\end{cases}
$$

We also define the total function $g^* : \{0, 1\}^n \rightarrow \{0, 1\}$ by

$$
g^*(x) = \begin{cases} 
1 & \text{if } \gamma(x) = \star, \\
0 & \text{otherwise}.
\end{cases}
$$

In other words, $g^*$ is the indicator function for the event that $\gamma(x)$ equals $\star$.

Our main tool for relating the formula complexity of partial and total functions will be the following definition.

▶ Definition 7. The function $\text{Extend}[\gamma, s] : \{0, 1\}^n \times \{0, 1\}^s \times \{0, 1\}^s \rightarrow \{0, 1\}$ is given by

$$
\text{Extend}[\gamma, s](x, y, z) = \left[[g(x) \lor \text{OR}_s(y)) \land \text{OR}_s(z)\right] \lor g^*(x).
$$

Observe that in the definition of $\text{Extend}[\gamma, s]$ that $g$ can be replaced with any function that agrees with $\gamma$ and the resulting function $\text{Extend}[\gamma, s]$ will be the same.\(^{10}\) As a result, we get the following upper bound on the complexity of $\text{Extend}[\gamma, s]$ essentially by construction (note that $L(\text{OR}_s) \leq s$).

▶ Proposition 8.

$$
L(\text{Extend}[\gamma, s]) \leq L(\gamma) + 2s + L(g^*).
$$

Our main lemma will show that if $s$ is sufficiently large and $\gamma$ is non-constant, then this upper bound is actually tight!

▶ Lemma 9 (Main Lemma). Assume no constant function\(^ {11}\) agrees with $\gamma$ and that $s \geq \min\{L(\gamma), L(g^*)\}$. Then

$$
L(\text{Extend}[\gamma, s]) = L(\gamma) + L(g^*) + 2s.
$$

Before we prove our main lemma, we prove a special case\(^ {12}\) where $s = 1$ and where we restrict to formulas that only have one $y$ and one $z$ leaf each. It will turn out that the general case reduces to this case.

▶ Lemma 10. Assume no constant function agrees with $\gamma$. Then any formula $\varphi$ that computes $\text{Extend}[\gamma, 1]$ and contains exactly one $y$ and exactly one $z$ leaf has size at least

$$
L(\gamma) + L(g^*) + 2
$$

\(^{10}\)This is because the $\lor g^*(x)$ term ensures that the function outputs 1 whenever $\gamma$ is undefined.

\(^{11}\)Note that this non-constant hypothesis is necessary since if $\gamma$ is the constant 1 function, then $\text{Extend}[\gamma, s](x, y, z) = \text{OR}_s(z)$ and $L(\text{Extend}[\gamma, s]) = s$.

\(^{12}\)Technically, our “special case” is actually incomparable to the main lemma.
Proof. The main idea is that since \( y \) and \( z \) only occur once in \( \varphi \), the only way that \( \varphi \) can compute \( \text{Extend}[\gamma, 1] \) is to mimic the method in our upper bound.

In more detail, because \( \varphi \) only reads \( y \) and \( z \) once, we can decompose the formula \( \varphi \) into three parts that (informally) correspond to

- a part that reads \( x \) and \( y \) but not \( z \)
- a part that reads \( x \) and \( z \) but not \( y \), and
- a part that outputs a value based on \( x \) and the output of the other two parts.

Formally, there exist formulas \( \psi_y, \psi_z \), and \( \Phi \) and a gate \( \triangledown \in \{\land, \lor\} \) such that

\[
\varphi(x, y, z) = \Phi(\psi_y(x, y) \triangledown \psi_z(x, z), x),
\]

and the following properties hold

- \( \psi_y(x, y) \) takes inputs \( x \) and \( y \) and only has a single \( y \) leaf,
- \( \psi_y(x, z) \) takes inputs \( x \) and \( z \) and only has a single \( z \) leaf,
- \( \Phi(w, x) \) takes inputs \( w \) and \( x \) and has exactly one \( w \) leaf (we need to introduce the new variable \( w \) to mimic the input that corresponds to the output wire of \( \psi_y(x, y) \triangledown \psi_z(x, z) \) in \( \varphi \)), and
- \( |\varphi| = |\psi_y| + |\psi_z| + |\Phi| - 1 \) (the minus one comes from the extra \( w \) leaf).

We will show that \( \Phi(\psi_z(x, 0), x) \) computes \( g^* \) and that \( \psi_y(x, 0) \) computes a function that agrees with \( \gamma \). Consequently, we get that\(^\text{13}\)

\[
|\varphi| = |\psi_y| + |\psi_z| + |\Phi| - 1 \geq L(\gamma) + L(g^*) + 3 - 1 \geq L(\gamma) + L(g^*) + 2,
\]
as desired.

It remains to show that \( \Phi(\psi_z(x, 0), x) \) computes \( g^* \) and that \( \psi_y(x, 0) \) computes a function that agrees with \( \gamma \). First, we observe that the formulas \( \psi_y, \psi_z \), and \( \Phi \) only read the \( w, y \) and \( z \) leaves positively (i.e. they do not use the negated version of any of these variables).

\( \triangleright \) Claim 11. Every \( w, y \) or \( z \) leaf in \( \psi_y, \psi_z \), or \( \Phi \) is read positively.

Proof. The only \( w \)-leaf appears in \( \Phi \) and it is read positively by construction (all negations in \( \Phi \) are at the leaf level and in \( \varphi \) the wire corresponding to \( w \) in \( \Phi \) has at least one \( y \) leaf and one \( z \) leaf feeding into it).

Next, let \( x^0 \in \{0, 1\}^n \) be such that \( \gamma(x^0) = 0 \). Then we have that

\[
y \land z = \text{Extend}[\gamma, 1](x^0, y, z) = \varphi(x^0, y, z).
\]

Since \( y \land z \) is a function that is monotone in \( y \) and \( z \) and there is exactly one \( y \)-leaf and one \( z \)-leaf in \( \varphi \) and the gate set \( \{\land, \lor\} \) is monotone, it follows that \( y \) and \( z \) must only be read positively in \( \Phi \).

Using this monotonicity, we gain some structural information of how \( \Phi, \psi_y, \) and \( \psi_z \) act when \( x \) is fixed to certain values.

\( \triangleright \) Claim 12. For any fixed \( x' \in \{0, 1\}^n \),

- \( \Phi(w, x') \) is either a constant function or equals \( w \),
- \( \psi_y(x', y) \) is either a constant function or equals \( y \), and
- \( \psi_z(x', z) \) is either a constant function or equals \( z \).

\( \triangleright \)

\(^{13}\)The plus three in the middle inequality come from counting the number of \( y, z \), and \( w \) leaves.
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Proof. Note that when \( x' \) is fixed that \( \Phi(w, x'), \psi_y(x', y), \) and \( \psi_z(x', z) \) are all Boolean functions on one bit that are monotone (they are monotone by Claim 11 since \( w, y, \) and \( z \) are all only read positively). The only monotone Boolean functions on one bit are the constant functions and the identity function. \(<\n
We can then use this structural information to determine how \( \Phi, \psi_y, \) and \( \psi_z \) act on inputs \( x \) where \( \gamma(x) \in \{0, 1\} \) and determine that \( \nabla = \land. \)

\[ \triangleright \text{Claim 13.} \quad \nabla = \land. \text{ Also, if} \quad \gamma(x') \in \{0, 1\}, \text{ then} \]
\[ \Phi(w, x') = w, \]
\[ \psi_z(x', z) = z, \]
\[ \psi_y(x', y) = \gamma(x') \lor y. \]

Proof. Fix any \( x' \) such that \( \gamma(x') \in \{0, 1\} \). Then

\[ (\gamma(x') \lor y) \land z = \text{Extend}[\gamma, 1](x', y, z) = \Phi(\psi_y(x', y) \lor \psi_z(x', z), x'). \]

Observe that this implies that neither \( \Phi(w, x') \) nor \( \psi_z(x', z) \) can be constant functions, so Claim 12 implies \( \Phi(w, x') = w \) and \( \psi_z(x', z) = z. \) Thus,

\[ (\gamma(x') \lor y) \land z = \psi_y(x', y) \land z. \]

Observe that implies \( \nabla \neq \lor, \) so \( \nabla = \land. \) Consequently, we must have that \( \psi_y(x', y) = \gamma(x') \lor y. \)

Claim 13 shows that \( \psi_y(x, 0) \) agrees with \( \gamma. \) Thus, it just remains to show that

\[ \Phi(\psi_z(x, 0), x) \text{ computes } g^*. \]

If \( g^*(x) = 0, \) then \( \gamma(x) \in \{0, 1\}, \) so by Claim 13

\[ \Phi(\psi_z(x, 0), x) = \psi_z(x, 0) = 0. \]

On the other hand, if \( g^*(x) = 1, \) then

\[ 1 = \text{Extend}[\gamma, 1](x, 0, 0) = \Phi(\psi_y(x, 0) \land \psi_z(x, 0), x) \leq \Phi(\psi_z(x, 0), x) \]

where the last inequality uses that \( \Phi \) is monotone in \( w \) and that

\[ \psi_y(x, 0) \land \psi_z(x, 0) \leq \psi_z(x, 0). \]

We now prove our main lemma.

\[ \triangleright \text{Lemma 9 (Main Lemma).} \quad \text{Assume no constant function}^{14} \quad \text{agrees with} \quad \gamma \quad \text{and that} \quad s \geq \min\{L(\gamma), L(g^*)\}. \quad \text{Then} \]

\[ L(\text{Extend}[\gamma, s]) = L(\gamma) + L(g^*) + 2s. \]

Proof. The idea is to use Buchfuhrer and Uman’s leaf weighting technique to reduce to Lemma 10.

For contradiction suppose \( \varphi \) is a formula for \( \text{Extend}[\gamma, s] \) with less than \( L(\gamma) + L(g^*) + 2s \) leaves. We begin by proving some simple lower bounds on the number of leaves in \( \varphi. \) Observe that \( \text{Extend}[\gamma, s](x, 0^a, 0^b) = g^*(x) \) and \( \text{Extend}[\gamma, s](x, 0^a, 1^b) = g(x). \) Consequently, we have

\[ ^{14} \text{Note that this non-constant hypothesis is necessary since if } \gamma \text{ is the constant 1 function, then } \text{Extend}[\gamma, s](x, y, z) = \text{OR}_s(z) \text{ and } L(\text{Extend}[\gamma, s]) = s. \]
that \( \varphi \) has at least \( \max\{L(\gamma), L(g^*)\} \) many \( x \)-leaves. We also know that \( \varphi \) must have at least
\( s \) \( y \)-leaves and at least \( s \) \( z \)-leaves (in fact at least one leaf labeled by each \( y_i \) and \( z_i \) input for
each \( i \in [s] \)) since \( \text{Extend}[\gamma, s](x^0, y, z) = \text{OR}_s(y) \land \text{OR}_s(z) \) where \( x^0 \) is such that \( \gamma(x^0) = 0 \).

On the other hand, we can show that there is at least one \( y_i \) input and at least one \( z_j \)
input that are each only read once.

\( \triangleright \) \textbf{Claim 14.} There exist \( i, j \in [s] \) such that there is exactly one \( y_i \) leaf and exactly one \( z_j \)
leaf in \( \varphi \).

\textbf{Proof.} We only prove the existence of \( i \). (The proof for \( j \) is similar.) The number of \( y \) leaves
in \( \varphi \) is at most \( |\varphi| \) minus the number of \( x \)-leaves in \( \varphi \) minus the number of \( z \)-leaves in \( \varphi \).
Using the bounds above, we therefore get that the total number of \( y \)-leaves is at most
\[
L(\gamma) + L(g^*) + 2s - 1 - \max\{L(\gamma), L(g^*)\} - s \leq 2s - 1
\]
where the last equality uses that \( s \geq \min\{L(\gamma), L(g^*)\} \). Thus, by the pigeonhole principle
there exists an \( i \in [s] \) such that \( y_i \) has at most one leaf in \( \varphi \), and we already established that
there must be at least one \( y_i \) leaf.

Consider the formula \( \varphi' \) on \((n + 2)\)-inputs obtained by taking \( \varphi \) and setting all \( y \) and \( z \)
inputs except \( y_i \) and \( z_j \) to be equal to 0. Then \( \varphi' \) is a formula for computing \( \text{Extend}[\gamma, i] \) of
size at most \( |\varphi| - 2s + 2 \) that reads \( y_i \) and \( z_j \) exactly once. By Lemma 10, we get that
\[
|\varphi| - 2s + 2 \geq L(\gamma) + L(g^*) + 2,
\]
so we get the contradiction that
\[
|\varphi| \geq L(\gamma) + L(g^*) + 2s.
\]

\( \triangleright \) \textbf{4 Hardness for MFSP}

Ilango [18] showed that the partial function version of MFSP is intractable under ETH.

\( \triangleright \) \textbf{Theorem 15 (Ilango [18]).} Assume ETH holds. Then no algorithm solves Partial-MFSP in
deterministic time \( N^{o(\log \log N)} \).

In fact, [18] proves something stronger. Let \( g^* : \{0, 1\}^n \rightarrow \{0, 1\} \) be the function where
\( g^*(x) = 1 \) if and only if \( \gamma(x) = \star \).

\( \triangleright \) \textbf{Theorem 16 (Ilango [18]).} Assume ETH holds. Then no algorithm running in deterministic
time \( N^{o(\log \log N)} \) can solve the following promise problem: given a partial function \( \gamma \) satisfying
\( L(\gamma) \leq 10n \) and \( L(g^*) \leq O(n^{10}) \), determine if \( L(\gamma) \leq n \).

Lemma 9 allows us to give a reduction from this promise problem to MFSP.

\( \triangleright \) \textbf{Theorem 17.} Given access to an oracle computing MFSP, in time \( \text{poly}(N) \) one can
solve the following promise problem: Given a partial function \( \gamma \) satisfying \( L(\gamma) \leq 10\log N \),
determine if \( L(\gamma) \leq \log N \). Moreover, the queries to the oracle have size parameter at most
\( \max\{L(\gamma), L(g^*)\} + 1 \).

\textbf{Proof.} Let \( s = \log N \) and \( s' = 10\log N \). The algorithm \( R \) for the reduction is very simple.
Given a function \( \gamma : \{0, 1\}^n \rightarrow \{0, 1\} \), compute
\[
\Delta = L(\text{Extend}[\gamma, s']) - L(g^*) - 2s'.
\]
If $\Delta \leq s$, then output YES. Otherwise output NO. This completes the description of the reduction.

Since $\text{Extend}[\gamma, s(N)]$ takes $2s + \log N = O(\log N)$ inputs and is efficiently constructable given $\gamma$, it is easy to see that this algorithm runs in time $\text{poly}(N)$ using the oracle to MFSP.

It remains to argue for correctness. If $\gamma$ satisfies the promise (i.e., $L(\gamma) \leq 10 \log N$), then Proposition 8 and Lemma 9 imply that

$$L(\text{Extend}[\gamma, s']) = L(\gamma) + L(g^*) + 2s',$$

and therefore that

$$\Delta = L(\gamma),$$

as desired. ▶

Combining Theorem 16 and Theorem 17, we get the following lower bound on MFSP assuming ETH.

▶ Corollary 18. Assume ETH holds. Then no deterministic algorithm solves MFSP in time $N^{o(\log \log N)}$, even when $s$ is restricted to be at most $O(n^{10})$.

5 Solving Search-MFSP using Partial-MFSP

Our approach in this section builds on the ideas in [17], which shows a better than brute-force search-to-decision reduction for MFSP.

We begin by introducing some notation. Let $f, g, h : \{0, 1\}^n \rightarrow \{0, 1\}$. Say $(g, \nabla, h)$ is an optimal decomposition of $f$ if

$$f = g \nabla h,$$

$$L(f) = L(g) + L(h),$$

and $g$ and $h$ are non-constant functions.$^{15}$

All non-trivial functions have an optimal decomposition.

▶ Proposition 19. Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$. If $L(f) > 1$, then $f$ has an optimal decomposition.

Proof. Let $\varphi$ be an optimal formula for $f$. Without loss of generality, we can assume $\varphi$ has no constant leaves (since $L(f) > 1$). Also since $L(f) > 1$, $\varphi$ has at least two leaves. Therefore, we can decompose $\varphi = \varphi_g \nabla \varphi_h$ for some subformulas $\varphi_g$ and $\varphi_h$ of $\varphi$ and some $\nabla \in \{\land, \lor\}$. Let $g$ and $h$ be the functions computed by $\varphi_g$ and $\varphi_h$ respectively. Since $\varphi$ is optimal and has no constant leaves, neither $g$ nor $h$ is a constant function.

It remains to check that $L(f) = L(g) + L(h)$. By construction, we have that

$$|\varphi| = |\varphi_g| + |\varphi_h|.$$

By the optimality of $\varphi$, we know that $|\varphi_f| = L(f)$. Furthermore, we also know that $|\varphi_g| = L(g)$ and $|\varphi_h| = L(h)$. This is because if any smaller formulas for computing $g$ and $h$ existed, then they could be used to replace $\varphi_g$ or $\varphi_h$ in $\varphi$, resulting in the contradiction of a smaller formula for computing $f$. Thus, putting these bounds together, we get $L(f) = L(g) + L(h)$. Therefore, $(g, \nabla, h)$ is an optimal decomposition of $f$. ▶

$^{15}$This condition is added to avoid “trivial” decompositions like decomposing $f$ as $(f, \lor, 0)$. 
We say an optimal decomposition \((g, \lor, h)\) of \(f\) is an optimal OR decomposition of \(f\) if \\
\lor = \lor. It is easy to see that if one could find optimal OR decompositions, one could solve \\
Search-MFSP.

**Proposition 20.** Given access to an oracle \(O\) that outputs an optimal OR decomposition for \\
a function (if such a decomposition exists), one can solve Search-MFSP in polynomial-time.

**Proof.** Note that by De Morgan’s law, \((g, \land, h)\) is an optimal decomposition of \(f\) if and only \\
\neg\neg g, \lor, \neg h\) is an optimal decomposition of \(\neg f\). Therefore, by running \(O\) on both \(f\) and \\
\neg f\), we can find an optimal decomposition of \(f\) (if any optimal decomposition exists).

Consider the following recursive algorithm \(A\) for solving Search-MFSP. Given a function \\
f, first check if \(L(f) \leq 1\) (via brute force). If so, then output an optimal formula for \(f\) via \\
brute force. Otherwise, use the oracle \(O\) to find an optimal decomposition \((g, \lor, h)\) for \(f\). \\
Finally, output the formula \(\phi_g \lor \phi_h\) where \(\phi_g = A(g)\) and \(\phi_h = A(h)\). This completes the \\
description for \(A\).

It is easy to see that this algorithm runs in polynomial-time and solves Search-MFSP. ▶

For the next definition and the remainder of this paper, it will be useful to extend the \\
OR function and the AND function to operate on inputs in \(\{0,1,\ast\}\), in the natural way.

Formally, if \(a, b \in \{0,1,\ast\}\), then we let

\[
a \lor b = \begin{cases} 1 & \text{if } 1 \in \{a, b\}, \\
0 & \text{if } \{0\} = \{a, b\}, \\
\ast & \text{otherwise,}
\end{cases}
\]

and

\[
a \land b = \begin{cases} 0 & \text{if } 0 \in \{a, b\}, \\
1 & \text{if } \{1\} = \{a, b\}, \\
\ast & \text{otherwise.}
\end{cases}
\]

We now make our main definition for the section. This definition is a generalization of \\
the Select function in [17] and is carefully chosen so that Proposition 22 and Lemma 23 hold.

**Definition 21.** Let \(f : \{0,1\}^n \rightarrow \{0,1\}\) and \(\gamma, \zeta : \{0,1\}^n \rightarrow \{0,1,\ast\}\). Then \(\text{OrSelect}[f, \gamma, \zeta] : \{0,1\} \times \{0,1\} \times \{0,1\} \times \{0,1,\ast\} \rightarrow \{0,1,\ast\}\) is given by

\[
\text{OrSelect}[f, \gamma, \zeta](w, x, y, z) = \begin{cases} f(x) & \text{if } (w, y, z) = (0, 1, 1), \\
((\gamma(x) \lor w) \land y) \lor ((\zeta(x) \land z) \lor w) & \text{otherwise.}
\end{cases}
\]

We show that the complexity of \(\text{OrSelect}[f, g, h]\) is related to optimal OR decompositions.

**Proposition 22.** If \(L(f) > 1\) and \((g, \lor, h)\) is an optimal decomposition for \(f\), then

\[
L(\text{OrSelect}[f, g, h]) = L(f) + 3.
\]

**Proof.** Let \(\phi = \phi_g \lor \phi_h\) be an optimal formula for \(f\) where \(\phi_g\) computes \(g\) and \(\phi_h\) computes \\
\(h\).

Then the formula

\[
((\phi_g(x) \lor w) \land y) \lor (\phi_h(x) \land z)
\]

is optimal for \(f\). Therefore, \(L(\phi_g) + L(\phi_h) + 3 \geq L(f)\).
computes OrSelect[f, g, h]. This gives us the desired upper bound.

For the lower bound, we know that any formula for OrSelect[f, g, h] must have at least \text{L}(f) many x-leaves since OrSelect[f, g, h] computes f when \((w, y, z) = (0, 1, 1)\). On the other hand, since g and h are both non-constant\(^{16}\), OrSelect[f, g, h] depends on each of w, y, and z, so we need at least one w-leaf, one y-leaf, and one z-leaf. In total this gives \text{L}(f) + 3 leaves.

Our key insight is that one can prove a partial converse to Proposition 22.

\textbf{Lemma 23.} Let \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) and \(\gamma, \zeta : \{0, 1\}^n \rightarrow \{0, 1, \ast\}\). Assume there is a \(\bar{x} \in \{0, 1\}^n\) such that \(f(\bar{x}) = \zeta(\bar{x}) = 1\) and \(\gamma(\bar{x}) = 0\). If

\[
\text{L}(\text{OrSelect}[f, \gamma, \zeta]) \leq \text{L}(f) + 3,
\]

then there exist total functions g, h : \{0, 1\}^n → \{0, 1\} agreeing with \(\gamma\) and \(\zeta\) respectively such that \((g, \lor, h)\) is an optimal decomposition for \(f\).

\textbf{Proof.} Suppose \(\varphi\) is a formula for computing OrSelect[f, \gamma, \zeta] with at most \(\text{L}(f) + 3\) leaves. We will show that \(\varphi\) can be decomposed as

\[
\varphi(w, x, y, z) = \psi_{w,y}(w, x, y) \lor \psi_z(x, z)
\]

for some formulas \(\psi_{w,y}\) and \(\psi_z\) satisfying:

\[
\begin{align*}
\psi_{w,y} & \text{ has exactly one w-leaf and exactly one y-leaf,} \\
\psi_z & \text{ has exactly one z-leaf, and} \\
|\varphi| & = |\psi_{w,y}| + |\psi_z|.
\end{align*}
\]

Assuming we could decompose \(\varphi\) this way, we show how to prove the lemma. Recall the definition

\[
\text{OrSelect}[f, \gamma, \zeta](w, x, y, z) = \begin{cases} 
  f(x) & \text{if } (w, y, z) = (0, 1, 1), \\
  (\gamma(x) \lor w) \land (\zeta(x) \land z) & \text{otherwise}
\end{cases}
\]

For the formula \(\psi_{w,y}(w, x, y) \lor \psi_z(x, z)\) to compute OrSelect[f, \gamma, \zeta], observe that it must be the case that \(\psi_{w,y}(w, x, 0) = 0\) and \(\psi_z(x, 0) = 0\) since

\[
0 = \text{OrSelect}[f, \gamma, \zeta](w, x, 0, 0) = \psi_{w,y}(w, x, 0) \lor \psi_z(x, 0).
\]

Consequently, we get that

\[
\gamma(x) = \text{OrSelect}[f, \gamma, \zeta](0, x, 1, 0) = \psi_{w,y}(0, x, 1) \lor \psi_z(x, 0) = \psi_{w,y}(0, x, 1),
\]

so \(\psi_{w,y}(0, x, 1)\) agrees with \(\gamma\). Similarly,

\[
\zeta(x) = \text{OrSelect}[f, \gamma, \zeta](w, x, 0, 1) = \psi_{w,y}(w, x, 0) \lor \psi_z(x, 1) = \psi_z(x, 1),
\]

so \(\psi_z(x, 1)\) agrees with \(\zeta\). Finally, we know that

\[
\psi_{w,y}(0, x, 1) \lor \psi_z(x, 1) = \text{OrSelect}[f, \gamma, \zeta](0, x, 1, 1) = f(x).
\]

Summarizing, we know the function \(g\) computed by \(\psi_{w,y}(0, x, 1)\) agrees with \(\gamma\), the function \(h\) computed by \(\psi_z(x, 1)\) agrees with \(\zeta\), and that \(g \lor h = f\). This proves the lemma.

\(^{16}\)To see why this non-constant hypothesis is necessary, observe that if \(g\) were, for example, the constant one function, then the output of OrSelect[f, g, h] would not depend on \(w\).
It remains to show that we can decompose \( \varphi \) as above. Without loss of generality we can assume \( \varphi \) has no constant leaves. Let \( \triangledown \in \{ \land, \lor \} \) be the top/output gate of \( \varphi \). Then we can write \( \varphi(w, x, y, z) = \varphi_L(w, x, y, z) \triangledown \varphi_R(w, x, y, z) \) where \( \varphi_L \) and \( \varphi_R \) are subformulas of \( \varphi \) with disjoint leaves.

By a similar argument as in the proof of Proposition 22, we know that \( \varphi \) has exactly \( L(f) \) \( x \)-leaves and one \( w, y, \) and \( z \) leaf each. As a result, we know that \( w, y, z \) are each only read by exactly one of \( \varphi_L \) and \( \varphi_R \). Let \( L \subseteq \{ w, y, z \} \) be the subset of \( w, y, \) and \( z \) leaves that is read by \( \varphi_L \), and let \( R \subseteq \{ w, y, z \} \) be the subset of \( w, y, z \) leaves that is read by \( \varphi_R \). Observe that \( L \cup R = \{ w, y, z \} \) and \( L \cap R = \emptyset \). Without loss of generality, assume that \( |L| > |R| \) and therefore that \( |R| \leq 1 \).

First, we show that \( |R| = 1 \).

\[ \triangleright \text{Claim 24.} \]

\[ |R| \neq 0. \]

**Proof.** For contradiction, suppose that \( |R| = 0 \). Then the function computed by \( \varphi_R(w, x, y, z) \) only depends on input \( x \) and not inputs \( w, y, \) and \( z \). Since \( \varphi \) is an optimal formula for \( \text{OrSelect}[f, \gamma, \zeta] \) and \( \varphi \) has no constant leaves, it follows that \( \varphi_R(w, x, y, z) \) does not compute a constant function. Therefore there exist \( x^0 \in \{ 0, 1 \}^n \) and \( x^1 \in \{ 0, 1 \}^n \) such that

\[ \varphi_R(w, x^0,y,z) = 0 \quad \text{and} \quad \varphi_R(w, x^1,y,z) = 1 \]

for all \( w, y, z \in \{ 0, 1 \} \). Now, either \( \triangledown = \land \) or \( \triangledown = \lor \). If \( \triangledown = \land \), then

\[ 1 = \text{OrSelect}[f, \gamma, \zeta](w, x^0, y, z) = \varphi_L(w, x^0, y, z) \land \varphi_R(w, x^0, y, z) = 0 \]

if \( (w, y, z) = (1, 1, 1) \), which is a contradiction. If \( \triangledown = \lor \), then

\[ 0 = \text{OrSelect}[f, \gamma, \zeta](w, x^1, y, z) = \varphi_L(w, x^1, y, z) \lor \varphi_R(w, x^1, y, z) = 1 \]

if \( (w, y, z) = (0, 0, 0) \), which is a contradiction. \( \triangleright \)

Recall, \( \bar{x} \in \{ 0, 1 \}^n \) is such that \( f(\bar{x}) = \zeta(\bar{x}) = 1 \) and \( \gamma(\bar{x}) = 0 \). Thus,

\[ \varphi_L(w, \bar{x}, y, z) \triangledown \varphi_R(w, \bar{x}, y, z) = \text{OrSelect}[f, \gamma, \zeta](w, \bar{x}, y, z) = (w \land y) \lor z. \]

Now, since \( \varphi_L \) only reads two inputs from the set \( \{ w, y, z \} \) and since \( \varphi_R \) only reads one input from the set \( \{ w, y, z \} \), we know that \( \varphi_L(w, x, y, z) \) computes a function that depends on both inputs in \( L \) and \( \varphi_R \) computes a function that depends on the input in \( R \).

On the other hand, since \( \text{OrSelect}[f, \gamma, \zeta] \) is function that is monotone in each of \( w, y, \) and \( z \) and \( \varphi \) reads inputs \( w, y, \) and \( z \) each exactly once, we know that \( \varphi \) reads each input \( w, y, \) and \( z \) exactly once positively. Consequently, we get that \( \varphi_L \) computes a function that is monotone with respect to the variables in \( L \), and that \( \varphi_R \) computes a function that is monotone with respect to the variables in \( R \). Therefore, \( \varphi_R(w, \bar{x}, y, z) \) is a monotone function on one bit (the input in \( R \)) that depends on the input in \( R \). The only monotone Boolean function on one bit that depends on its input is the identity function, so \( \varphi_R(w, \bar{x}, y, z) \) just outputs \( r \), where \( R = \{ r \} \).

Similarly, \( \varphi_L(w, \bar{x}, x, y, z) \) is a monotone function on two bits (the two inputs in \( L \)) that depends on both inputs in \( L \). Consequently, we know that \( \varphi_L(w, \bar{x}, x, y, z) \) computes the function \( \ell_1 \triangledown \ell_2 \) for some \( \triangledown \in \{ \land, \lor \} \), where \( L = \{ \ell_1, \ell_2 \} \). This is because the only monotone Boolean functions on two bits that depend on both inputs are the AND function and the OR function.
At this point, we have determined that
\[(w \land y) \lor z = \varphi_L(w, \hat{x}, y, z) \land \varphi_R(w, \hat{x}, y, z) = (\ell_1 \land \ell_2) \land \tau,
\]
where \(\land_L, \land \in \{\land, \lor\}\) and \(\{\ell_1, \ell_2, \tau\} = \{w, y, z\}\). Observe that the only way for this to occur is if \(R = \{z\}, \lor = \lor, \{\ell_1, \ell_2\} = L = \{w, y\}\), which is what we wanted to show.

**Theorem 25.** There is a deterministic polynomial time algorithm that given an oracle Partial-MFSP and a function \(f\) with \(L(f) > 1\) finds an optimal OR decomposition of \(f\), if one exists.

**Proof.** At a high-level the idea is as follows. Recall, the search to decision reduction for SAT that works by building a satisfying assignment “bit by bit.” Lemma 23 gives us a way to find an optimal OR decomposition in a similar “bit by bit” way, by, roughly, starting with completely undefined \(\gamma\) and \(\zeta\) and then filling them in one bit at a time, while making sure \(L(\text{OrSelect}[f, \gamma, \zeta]) \leq L(f) + 3\) and hence that we always fill in a bit that is in an optimal OR decomposition.

In more detail, the algorithm \(A\) on input \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) works as follows. For each \(\hat{x} \in \{0, 1\}^n\) where \(f(\hat{x}) = 1\) run the following subroutine:

1. Set \(\gamma : \{0, 1\}^n \rightarrow \{0, 1, \star\}\) and \(\zeta : \{0, 1\}^n \rightarrow \{0, 1, \star\}\) to be completely undefined (i.e. output \(\star\)) everywhere except for at \(\hat{x}\), where \(\gamma(\hat{x}) = 0\) and \(\zeta(\hat{x}) = 1\).

2. If \(L(\text{OrSelect}[f, \gamma, \zeta]) > L(f) + 3\), then skip the remainder of this subroutine and go to the next value of \(\hat{x}\). Otherwise, continue to (3).

3. While \(\gamma\) is not a total function:
   a. Let \(x \in \{0, 1\}^n\) be the lexicographically first \(x\) such that \(\gamma(x) = \star\).
   b. Set \(\gamma(x)\) to some Boolean value \(b \in \{0, 1\}\) such that \(L(\text{OrSelect}[f, \gamma, \zeta]) \leq L(f) + 3\).

4. While \(\zeta\) is not a total function:
   a. Let \(x \in \{0, 1\}^n\) be the lexicographically first \(x\) such that \(\zeta(x) = \star\).
   b. Set \(\zeta(x)\) to some Boolean value \(b \in \{0, 1\}\) such that \(L(\text{OrSelect}[f, \gamma, \zeta]) \leq L(f) + 3\).

5. Output the OR decomposition \((\gamma, \lor, \zeta)\) of \(f\).

Finally, output \(\perp\) if we have iterated through all such \(\hat{x}\) and not output an answer. This completes the description of the algorithm \(A\). It is easy to see that this algorithm runs in polynomial time. It remains to argue for correctness.

We first argue that if \(A\) does not output \(\perp\), then it outputs a (valid) OR decomposition of \(f\). This is because if \(A\) does not output \(\perp\), then the algorithm must output total functions \(\gamma\) and \(\zeta\) such that \(L(\text{OrSelect}[f, \gamma, \zeta]) \leq L(f) + 3\) and such that \(f(\hat{x}) = \zeta(\hat{x}) = 1\) and \(\gamma(\hat{x}) = 0\). Lemma 23 then implies that \((\gamma, \lor, \zeta)\) is an optimal OR decomposition for \(f\).

It remains to show that if \(f\) has an optimal OR decomposition then, the algorithm does not output \(\perp\). Let \((g, \lor, h)\) be an optimal OR decomposition of \(f\). Since \(f = g \lor h\) and \(g \neq h\) (if \(g = h\), this would contradict optimality), there must exist a \(\hat{x}\) such that \(1 = f(\hat{x}) = h(\hat{x})\) and \(0 = g(\hat{x})\).

Consider the above subroutine on this \(\hat{x}\). At step (2) in the subroutine, we have that
\[L(\text{OrSelect}[f, \gamma, \zeta]) \leq L(\text{OrSelect}[f, g, h]) \leq L(f) + 3\]
where the middle inequality comes from \(g\) and \(h\) agreeing with \(\gamma\) and \(\zeta\) respectively, and where the last inequality comes from by Proposition 22. Thus, the subroutine will reach (3). At this point, the only way the subroutine would not output an OR decomposition is if step (3b) or (4b) failed. We show that step (3b) can never fail (the proof for (4b) is
similar). Step (3b) will fail if there does not exist a \( b \in \{0,1\} \) to set \( \gamma(x) \) to such that
\[
L(\text{OrSelect}[f,\gamma,\zeta]) \leq L(f) + 3.
\]
This is not possible because Lemma 23 implies that there must be an optimal decomposition \((g',\nu,h')\) such that \( g \) agrees with \( \gamma \) and \( \zeta \) agrees with \( h' \).
Combining this with Proposition 22’s upper bound that \( L(\text{OrSelect}[f,g',h']) \leq L(f) + 3 \), we get that setting \( b = g'(x) \) will work.

6 A Search to Decision Reduction for MFSP

In this section, we show that MFSP has a polynomial-time search-to-decision reduction. The key to proving this will be showing that the algorithm in Theorem 25 actually only makes queries to the Partial-MFSP oracle of a certain type: partial functions where the locations of the \( \star \)-values have low circuit complexity.

Lemma 26. Let \( Q : \{0,1\}^n \to \{0,1,\star\} \) be a (partial) function that the algorithm in Theorem 25 generates as a query to its Partial-MFSP oracle. Let \( Q^* : \{0,1\}^n \to \{0,1\} \) be the function where \( Q^*(x) = 1 \) if and only if \( Q(x) = \star \). Then \( L(Q^*) \leq cn \) for some universal integer constant \( c \geq 1 \).

Proof. Using the notation in the proof of Theorem 25, the algorithm only makes two types of queries to the oracle. It queries \( L(f) \), or it queries \( L(\text{OrSelect}[f,\gamma,\zeta]) \). \( f \) is a total function, so the lemma vacuously holds in that case. So now suppose \( Q = \text{OrSelect}[f,\gamma,\zeta] \).

Observe that the following invariant is held throughout each subroutine: there are integers \( i_\gamma \in \{0,\ldots,N+1\} \) and \( i_\zeta \in \{0,\ldots,N+1\} \) such that for all \( x \)
\[
\gamma(x) = \star \text{ if and only if } x \neq \hat{x} \text{ and } x \geq i_\gamma, \quad \text{and} \\
\zeta(x) = \star \text{ if and only if } x \neq \tilde{x} \text{ and } x \geq i_\zeta.
\]
This invariant clearly holds at the start of the subroutine (since the only non-star value is at \( \hat{x} \)), and this invariant is maintained because the values set in \( \gamma \) and \( \zeta \) are always the lexicographically first undefined value.

Consequently, using the linear formula upper bound on integer comparison in Proposition 6 and the fact that one can check whether \( x \neq \hat{x} \) with a linear-sized formula, we get linear formula size upper bounds on the functions \( \gamma^*,\zeta^* : \{0,1\}^n \to \{0,1\} \) given by \( \gamma^*(x) = 1 \) if and only if \( \gamma(x) = \star \) and \( \zeta^*(x) = 1 \) if and only if \( \zeta(x) = \star \). In other words, \( L(\gamma^*) \leq O(n) \) and \( L(\zeta^*) \leq O(n) \).

Now we bound the complexity of the function \( Q^* \) that indicates whether
\[
\text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = \star.
\]
Recall,
\[
\text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = \begin{cases} f(x) & \text{if } (w,y,z) = (0,1,1), \\ ((\gamma(x) \lor w) \land y) \lor (\zeta(x) \land z) & \text{otherwise}. \end{cases}
\]
Observe that all of the following hold:
\begin{itemize}
\item if \( (w,y,z) = (0,1,1) \), then \( Q^*(w,x,y,z) = 0 \) because \( \text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = f(x) \),
\item if \( (w,y,z) = (1,1,1) \), then \( Q^*(w,x,y,z) = 0 \) because \( \text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = 1 \),
\item if \( (y,z) = (0,0) \), then \( Q^*(w,x,y,z) = 0 \) because \( \text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = 0 \),
\item if \( (y,z) = (0,1) \), then \( Q^*(w,x,y,z) = \zeta^*(x) \) because \( \text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = \zeta(x) \), and
\item if \( (y,z) = (1,0) \), then \( Q^*(w,x,y,z) = \gamma^*(x) \land (\neg w) \) because \( \text{OrSelect}[f,\gamma,\zeta](w,x,y,z) = \gamma(x) \lor w \).
\end{itemize}
As a result, we can upper bound the complexity of $Q^*$

$$L(Q^*) = O(L(\gamma^*) + L(\zeta^*) + 1) = O(n),$$

as desired. ▼

We now observe that any query $Q$ made to a Partial-MFSP oracle where $Q^*$ has low formula complexity can be answered using a MFSP oracle by utilizing the $\text{Extend}[^,?]$ function.

▶ **Proposition 27.** Let $Q : \{0, 1\}^n \rightarrow \{0, 1, \ast\}$, $Q^* : \{0, 1\}^n \rightarrow \{0, 1\}$, and $c$ be as in the statement of Lemma 26. Then

$$L(Q) = L(\text{Extend}(Q, cn)) - L(Q^*) - 2cn$$

**Proof.** Apply Lemma 9 and use the upper bound $L(Q^*) \leq cn$ proved in Lemma 26. ▼

This gives us a way to compute the complexity of a partial function $Q$ using only total functions.

▶ **Theorem 28.** There is a deterministic polynomial time algorithm that given the truth table of a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, finds an optimal formula for $f$.

**Proof.** By Proposition 20, it suffices to show how to find an optimal OR decomposition of a given function (if one exists). Theorem 25 shows how to find optimal OR decompositions using an oracle to Partial-MFSP, and Proposition 27 shows that the queries $Q$ made to the Partial-MFSP oracle can be efficiently replaced by queries to a MFSP oracle on $\text{Extend}(Q, cn)$ and $Q^*$. Note that the number of inputs to $\text{Extend}(Q, cn)$ is $n + 2cn = O(n)$. As a result, both the truth table of $Q^*$ and the truth table of $\text{Extend}(Q, cn)$ can be computed in polynomial-time given $Q$. This proves the theorem. ▼
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